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HQC in a Nutshell

Alice

u1,u2
$←Ð F2[x]/(xn − 1) of wt wu

s← u1 +hu2

m̂← C.DEC(t1 − t2u2)

(h,s)

(t1, t2)

Bob

c← C.ENC(m)
r1,r2,r3

$←Ð F2[x]/(xn − 1) of wt wr

(t1, t2) ← (c + sr2 + r3,r1 +hr2)

C needs to decode t1 − t2u2 = c +u1r2 +u2r1 + r3
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

error e
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A First Look at the Error

● P (∣e∣ = w) difficult for e = u1r2 +u2r1 + r3
● ρ = P (ei = 1) simple

BSC Approximation

Under the independence assumption,

P (∣e∣ = w) ≈ (n
w
)ρw(1 − ρ)n−w.

5,800 6,000 6,200

10−6

10−4

10−2

error weight ∣e∣

pr
ob

ab
ili

ty

BSC model
simulation

Seems conservative but not precise!
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A Closer Look at the Error

● Consider a = u ⋅ r = ∑ℓ∈supp(u) xℓ ⋅ r(x)

● bi = # ones added in i-th position
● ai = bi mod 2

● ∑i bi = ∣u∣ ⋅ ∣r∣

Proposed Approximation

Assume b0, . . . , bn−1 indep. hypergeometric,
let ai = bi mod 2:

P (∣u ⋅ r∣ = w) ≈ P (∑i
ai ∣ ∑i

bi = ∣u∣ ⋅ ∣r∣) .
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Tensor Product Code in HQC

Encoder

1. Encode outer RS code

2. Encode inner RM code

outer RS code
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Decoder

1. Decode inner RM code

2. Decode outer RS code

Simple DFR analysis under independence assumption ✓

Modified analysis for arbitrary error weight distribution ✓
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DFR Comparison
BCH REP
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Beyond the BSC

c + e

plausible for BSC

plausible for BSC
for proposed modelfor proposed model

e = u1r2 +u2r1 + r3
with known u1,u2

c1

c2
c3

c4

c5
c6

c1

c2
c3

c4

c5
c6

c1

c2
c3

c4

c5
c6

c1

c2
c3

c4

c5
c6

GV-like Bound

There exist codes of length

n ≤ λ+2wu log2(n⋅ewu
)+6wr log2( n⋅e

2wr
)+ log2(wr)

that can guarantee correct decryption.

length error model decoder

HQC 17669 BSC multistage

SPB ≥ 13438 BSC ML
GVB ≤ 3800 structured ???
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Conclusion

The structure of the HQC error enables

, tighter DFR estimates

, short codes with structure-aware decoder

Can one
? obtain a provable DFR analysis?
? construct codes with efficient, structure-aware decoder?

Thank you!
Questions?
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, No hidden code structure

? Precise DFR analysis
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HQC in a Nutshell

Alice

h
$←Ð F2[x]/(xn − 1)

u1,u2
$←Ð F2[x]/(xn − 1) of wt wu

s← u1 +hu2

m̂← C.DEC(t1 − t2u2)

(h,s)

(t1, t2)

Bob

c← C.ENC(m)
r1,r2,r3

$←Ð F2[x]/(xn − 1) of wt wr

(t1, t2) ← (c + sr2 + r3,r1 +hr2)

C needs to decode t1 − t2u2 = c +u1r2 +u2r1 + r3
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

error e
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A First Look at the Error

● P (∣e∣ = w) difficult for e = u1r2 +u2r1 + r3
● ρ = P (ei = 1) simple

BSC Approximation

Under the independence assumption,

P (∣e∣ = w) ≈ (n
w
)ρw(1 − ρ)n−w. 5,800 6,000 6,200

10−6

10−4

10−2

error weight ∣e∣

pr
ob

ab
ili

ty

BSC model
simulation

Seems conservative but not precise!
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A Closer Look at the Error

● Consider a = u ⋅ r = ∑ℓ∈supp(u) xℓ ⋅ r(x)
● bi = # ones added in i-th position
● ai = bi mod 2

● ∑i bi = ∣u∣ ⋅ ∣r∣

Proposed Approximation

Assume b0, . . . , bn−1 indep. hypergeometric,
let ai = bi mod 2:

P (∣u ⋅ r∣ = w) ≈ P (∑i
ai ∣ ∑i

bi = ∣u∣ ⋅ ∣r∣) .
5,800 6,000 6,200

10−6

10−4

10−2

error weight ∣e∣

pr
ob

ab
ili

ty

proposed model

BSC model
simulation
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Tensor Product Code in HQC

Encoder

1. Encode outer RS code

2. Encode inner RM code

outer RS code

0

1

0

0

1

1

1

0

0

1

0

0

1

1

1

1

0

1

0

0

1

1

1

1

0

1

0

0

1

1

1

1

0

1

0

0

1

1

1

10

in
ne

rR
M

co
de

0

0

1

1

1

0

0

0

0

0

1

1

0

1

1

1

1

1

0

0

1

0

1

1

0

1

0

1

1

Decoder

1. Decode inner RM code

2. Decode outer RS code

Simple DFR analysis under independence assumption ✓

Modified analysis for arbitrary error weight distribution ✓
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DFR Comparison
BCH REP

0 50 100 150

1

2−32

2−64

2−96

2−128

correction capability τBCH

D
FR

RM RS

0 5 10 15

1

2−32

2−64

2−96

2−128

correction capability τRS

D
FR

BSC model proposed model simulation

So much fuss for such a small improvement?
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Beyond the BSC

c + e

plausible for BSC
for proposed model

e = u1r2 +u2r1 + r3
with known u1,u2

c1

c2c3

c4

c5 c6

GV-like Bound

There exist codes of length

n ≤ λ+2wu log2(n⋅ewu
)+6wr log2( n⋅e

2wr
)+ log2(wr)

that can guarantee correct decryption.

length error model decoder

HQC 17669 BSC multistage
SPB ≥ 13438 BSC ML
GVB ≤ 3800 structured ???
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Error Structure-Aware Decoding

Remember: e = u1 ⋅ r2 +u2 ⋅ r1 + r3

Proposed Decoder

1. Decode inner codewords, get ê.

2. Estimate r̂1, r̂2 using ê,u1,u2.

3. Estimate error e∗ = u1 ⋅ r̂2 +u2 ⋅ r̂1.

4. Decode t1 + t2u2 − e∗ = c + e − e∗.

⇒ error weight reduced if r̂1 ≈ r1 and r̂2 ≈ r2

0

0

1

1

1

0

0

0

0

0

1

1

0

1

1

1

1

1

0

0

1

0

1

1

1

0

0

ê = 0 . . . 0 1 0 1 0 1 0 0

r̂1 = 0 . . . 0 0 1 0 0 0 0 0

r̂2 = 0 . . . 0 0 0 0 1 0 0 0

e∗ = 0 . . . 1 1 0 0 0 0 1 0
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Decoding Performance Results

0 20 40 60 80

1

2−8

2−16

2−24

correction capability τBCH

D
FR

binomial model proposed model
sim classical decoder sim proposed decoder

Considerable improvements conceivable ✓
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Conclusion

The structure of the HQC error enables

, tighter DFR estimates

, short codes with structure-aware decoder

, improved decoding performance in practice

Can one
? obtain a provable DFR analysis?
? construct codes with efficient, structure-aware decoder?
? provide DFR analysis for the proposed decoder?

Thank you!
Questions?
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